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Abstract 
Every year, the National Agricultural Statistics Service (NASS) of the U.S. Department of 
Agriculture (USDA) produces hundreds of reports, providing those in agriculture critical 
information. Since 2006, Twitter has become a viable mode in which millions of people 
disseminate and collect information. Since 2009, NASS has used Twitter as a means to 
highlight relevant information about the agency and information found within the many 
reports it publishes. As NASS and other agencies have become more adept at storing 
assorted types of metadata associated with their Twitter accounts, analytic programs, such 
as SAS, JMP, and R, have incorporated features that facilitate examining the dynamics 
involved when a person ‘views’ or reads a tweet. In this analysis, a replicable classification 
framework is applied to a sample of NASS tweets to evaluate what types of content elicit 
higher or lower viewership.  In addition, descriptive statistics, text mining, and other data 
mining techniques are used to examine what factors are associated with the most views. 
The results of the analyses are discussed. 
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1. Introduction 

 
As the use of social media continues its historic rise similar to the internet dotcom boom 
in the 1990’s, Twitter remains a viable and relatively easy way to communicate and share 
information. Many government agencies, including the U.S. Department of Agriculture, 
use Twitter accounts to make their information more accessible to the general public. The 
USDA’s National Agricultural Statistics Service (NASS) is charged with providing timely, 
accurate, and useful statistics in service to U.S. agriculture. Historically and presently, 
these statistics are derived from comprehensive surveys and made public via hundreds of 
reports published each year. Only recently (2009) has NASS begun to tweet out highlights 
from these reports and other pertinent information related to the agency. 
 
Much of the literature surrounding Twitter data transpires in two veins: research studies on 
Twitter data’s power to predict outcomes, such as elections or flu pandemics (Tumasjan et 
al. 2010; Aramaki et al. 2011), and reports from firms, such as Simply Measured, that 
facilitate and promote marketing via Twitter analytics. In regards to the former, a number 
of recent studies have begun to explore the categorization of Twitter message content 
(Naaman et. al. 2010), dynamics of a user unfollow (Kwak et. al. 2011), and topic models 
estimating future retweets (Hong et. al. 2010). This research examines the content within 
NASS Twitter data and considers what aspects of this content may help the agency increase 
the number of times the information is viewed (called impressions).  
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Both qualitative and quantitative analyses are used in this research and, in many 
methodological respects, this exploration seizes on the sociological tenets of Grounded 
Theory in which qualitative data is first collected, then sorted, categorized, and coded 
(Glaser 1968). Classification models are then considered to understand what, if any, 
content is related to higher or lower viewership. These methods are discussed in Section 2. 
Section 3 shares the findings and a discussion follows in Section 4. 
 

2. Methods 

 

2.1 Data Exploration 
This study was conducted on a sample of 3,591 tweets posted by NASS over 22 months, 
from May 13, 2015 through February 28, 2017. The number of impressions per tweet 
ranges from zero to 17,944, with an average of 1,847 impressions. Along with the contents 
of each tweet, a date and time stamp were stored in an external database. Additional 
indicators for the presence of hashtags, mentions (denoted by @ symbol), exclamation 
marks, and links to pictures/videos/reports were manually coded into the data.  
 
A qualitative classification scheme was used to categorize the tweets based on their 
content. Seven categories were realized using three independent coders (raters) who 
attained a high (k > 0.9) level of interrater reliability or agreement as measured by Cohen’s 
Kappa (Cohen 1960; McHugh 2012). The most prevalent category was Ag News, followed 
by Forecast, Event/Announcement, Conversation, Repeat/Other, Census, and Survey 

Request, respectively. Table 1 below provides a breakdown of these categories. 
 
Table 1: Categorization of Tweets 

Title Total Definition 

Ag News 2430 General agriculture news and statistics 
Forecast 359 Future tense, predictive agriculture news 
Event/Announcement 299 USDA/NASS sponsored event announcement 
Conversation 174 Starts with @, towards a singular Twitter handle 
Repeat/Other 166 An exact repeat or abnormal tweet (e.g., Star Wars 

day tweet) 
Census 117 Any content that references the Census of 

Agriculture 
Survey Request 46 A request for people to respond to a NASS survey 

 
This initial exploration identified a category of NASS tweets behaving differently than the 
other six categories. The intention of tweeting in a Conversation is to directly respond to a 
question or inquiry from an external follower, whereas the intention of the other categories 
is to disseminate NASS information to the broadest audience possible. Because this 
research’s intent was to explore how NASS can expand viewership when tweeting, the 
Conversation category was eliminated from further analysis. The remaining six categories, 
along with the other indicators of date, time, at signs, exclamation marks, and pictures, 
were used in further analyses. 
 
A term and phrase analysis provided lists of terms and phrases within the sample by 
frequency. This analysis found some frequent terms and phrases that were meaningless for 
the purposes of this research. For example, the term ‘twitter.com’ was within the top ten 
highest frequency counts, but added no insight into the specific content within a tweet and 

2133



was thus removed. In addition, terms, such as ‘2015’, ‘2015!’ and ‘2015.’, were recoded 
so as to be recognized as a single stemmed term. A Word Cloud illustrated terms and 
phrases by their frequency and colored in respect to the number of impressions with which 
they were associated (Seifert et al. 2008). Figure 1, shown below, added insight into 
possible relationships in the data between the target variable (impressions) and the terms 
within a tweet. The larger the term the greater the frequency within the sample. The terms 
in blue are contained in tweets with higher than average impressions. The terms in red are 
contained in tweets with lower than average impressions.  
 

 
Figure 1: Word Cloud in Association with Impressions 
 
A topic analysis (similar to factor analysis) was performed to explore similar semantics 
within and between tweets. Each term in each topic had positive or negative values scored 
to them, where negative values indicated less frequent occurrence in a topic compared to 
those with positive values. Twenty topics were formed from this analysis to be used as 
covariates in the classification models. Below is a list of the twenty topics the analysis 
identified. For a comprehensive list of the topics and their scores, see Appendix A.  
 
Table 2: Topics Identified 

ARMS1 Illinois Wisconsin Online/Local 
Row Crop CAPS2 Arizona Event Release Date 
North Carolina West Virginia CEAP3 Chickens 
Booth Visit Virginia  Forecast Yield Vegetable/Organic 
Event 2 Crop Condition Missouri Soy Kentucky 

 
Many of the topics above reference a geographical location, while others reference events, 
crops/livestock, forecasts, online, and report releases. These 20 topics, in addition to the 
other hardcoded qualitative attributes mentioned above, were used as covariates to develop 

                                                 
1 Agricultural Resource Management Survey, major NASS survey 
2 County Agricultural Production Survey, major NASS survey 
3 Conservation Effects Assessment Program, major NASS survey 
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classification models to identify and possibly predict impression levels. (See Appendix B 
for full list of covariates, identified as Term.) 
 
2.2 Models 
Classification trees were used to model which covariates lead to higher or lower 
impressions. Both bootstrap forest and boosted trees were assessed; however, due to much 
noise and small sample size, bootstrap forest was preferred (Dietterich 2000; Kotsiantis 
2011).  
 
Impressions were binned to create a categorical target variable, redundant covariates were 
eliminated, and pruning and trimming techniques were set, as briefly described below. 
 
A capability analysis affirmed that a Normal 3 Mixture Distribution (Everitt 1985) best fit 
the distribution of impressions. Impressions were binned into High, Medium, and Low 
categories using the 0.25 and 0.75 quantiles of the Normal 3 Mixture Distribution, as 
defined as the lower and upper specification limits in Figure 2 below. 
 

 
Figure 2: Capability Analysis of Distribution with Quantiles 
 
In addition, the four lowest contributing variables were removed. These four variables did 
not include any of the aforementioned topics (see Appendix B for column contribution 
figure).  
 
The minimum and maximum splits per tree were set at 10 and 2000, respectively. As 
Figure 3 further shows, six predictors were set to be sampled at each split and at least five 
observations were needed at each tree node for it to be further split. Allowance of early 
stopping was also set for the bootstrap forest, which was employed in the selected model 
as shown in the following section. 
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Figure 3: Bootstrap Forest Specifications 
 

3. Findings 

 
The Receiver Operating Characteristic (ROC) curve shown below shows the model having 
trouble classifying tweets in the validation data with medium levels of impressions (see 
green line in right graph of Figure 4). 
 

 
Figure 4: ROC Curves of Classification Model with Impressions binned as High, Medium, 
and Low 
 
Tweets classified as possessing medium impressions were eliminated in order to find a 
more useful model that predicted ‘good’ and ‘bad’ tweets. Details of the final model are 
show below in Figure 5. 
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Figure 5: Classification model of Impressions Binned High and Low 
 
The final model still shows signs of over-fit based on the calculated training versus 
validation entropy R-squared; however, the misclassification rate for the validation data is 
under 20 percent. As shown in Figure 6, the area underneath both ROC curves is 
approximately 0.9 (1 = perfect test) indicating that the model performs well classifying 
tweets with high and low levels of impressions. 
 

 
Figure 6: ROC Curves of Classification Model with Impressions Binned as High and Low 
 

4. Discussion 
 

The characteristics of NASS tweets and their relationship to impressions were explored. 
An attempt was made to classify and predict impressions based on their content and 
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surrounding metadata. A working model was produced, but limitations, such as small 
sample size and aggregate bias due to binning, make these results difficult to validate. 
 
To ensure a high amount of interrater reliability between three coders, broad classification 
codes were necessary. When the starting point does not require focused specificity, this 
type of qualitative coding provides a good foundation for text mining research, assuming 
resources and document sample size are sufficient. Seven broad categories were realized, 
and an entire tweet category (Conversation) that functioned as a direct response to a tweet 
from an individual was removed from further analysis. 
 
SAS JMP 13 offers a unique Word Cloud tool not often found within other text mining 
packages – the ability to categorize text by frequency and their association with another 
variable, here impressions. This Cloud tool provides a quick reference of words and phrases 
that may influence impressions in later classification models, in the same way as 
exclamation marks or photos within tweets. The bifurcation of colors can also inform the 
researcher of the general amount of topics to be formulated.  At the start, a max of ten 
topics were set as the parameters; however, after analyzing the Cloud and the topics 
themselves, 20 topics were formulated to increase the level of subject specificity. For 
example, when set at 20, the ‘Chickens’ topic contained most of the words NASS 
associates with chickens and their corresponding surveys – ‘broilers’, ‘hatcheries’, 
‘incubators’, ‘eggs’, and ‘chicks’. Increased specificity of topics often leads to increased 
power of association with the target variable. In fact, none of the formulated topics were 
cut from the final model due to their relatively high contribution (see Appendix B). 
 
To address the over-fit in the classification models, impressions were binned as binary. 
Binning any continuous variable results in a loss of power and a certain aggregate bias; 
however, binning to use classification models effectively is not without precedent (Sayad 
2017). Binning highlights the initial purpose of this research – to explore what content 
relates to high and low viewership. Without a larger sample size and more influential 
predictors, it was determined that the noise contained near the center levels of impressions 
was too great. The ROC green line in Figure 4 displays the noise relative to the high and 
low ROC curves. After eliminating tweets contained in this middle tier, both the high and 
low ROC validation curves were at 0.89. Assuming the model is correct, as the sample size 
increases, a fact that happens almost daily, we expect both the validation R-squared to 
increase and the misclassification rate to decrease. 
 
A boosted tree will need to be considered in the future, as well. A boosted model was run 
once the tweets yielding medium-tier impressions were eliminated. This model indicated 
less over-fit; however, the entropy R-squared was lower and the validation model had a 
higher misclassification rate than the bootstrap forest model.  
 
Here the sociological Grounded Theory approach to text mining and viewership levels of 
NASS tweets was taken. Only after analysis began were concepts formulated.  NASS has 
been delivering objective, timely, and useful information to the public for over a century. 
NASS Twitter has become a useful method to highlight agency events, news, and findings 
from over 400 reports published annually to a broad audience interested in objective 
agricultural information. This study opens the door on how the contents of NASS tweets 
affect levels of impressions.  
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Appendix 
 

Appendix A Topics and Corresponding Scores 
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Appendix B Covariates 
Covariates Reviewed 
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Final Model Covariates 
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